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ABSTRACT
In fact, the collected examples included the third-class examples,
they do not belong to positive samples or negative samples, which
are referred as the Universum data. And Universum data can make
better performance for the classifier. In this paper, a dictionary-
based method for classification with Universum data is proposed to
construct a unified model. In the proposed method, we embed the
dictionary and Universum data to construct a unified framework,
and the Universum data is introduced into the framework by the
ϵ-insensitive loss. For the optimization, the SVD algorithm and
gradient-based optimization methods are utilized to alternately
optimize and update the dictionary, and the Lagrangian function
is used to iteratively optimize the unified framework to obtain
the classifier. Finally, extensive experiments are conducted on the
benchmark datasets to evaluate the performance of the proposed U-
DLmethod and baselines. The results have shown that the proposed
U-DL method makes better performance than previous methods.
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1 INTRODUCTION
In machine learning, the researchers always pay attention to the
samples with label or samples without labels for supervised learn-
ing and semi-supervised learning. However, the existing additional
examples that do not belong to positive samples or negative samples
are ignored, which can provide the help to the classification prob-
lem. The additional examples included in collected data are termed
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as third-class examples, we refer them as Universum data [1, 2],
in which they are neither positive samples nor negative samples.
The prior knowledge corresponding to the classification problem,
which is obtained from the Universum data, is utilized to assist
the classification model. To date, Universum data has been widely
studied and has made great achievement in Universum data for
supervised learning [3–5] and semi-supervised learning [6–8].

For supervised learning, Vapnik et al. [3] first incorporate the
standard SVM and Universum data to construct U-SVM model,
and the model obtains the maximum number of Universum data
closed to the classification hyperplane by adjusting the classification
hyperplane. After the U-SVM model is proposed, researchers have
pay attention to study the work. The authors in [5] utilize least
squares SVM to replace SVM to construct a new U-LSSVM model,
in which the Fisher discri-minant analysis and PCA methods are
introduced to solve the classification problem of the Universum
data in the model. The above-mentioned methods construct the
unified frame-work by incorporating the SVM and Universum data.
However, the solutions of optimization method are complex which
increase the computation time cost and weaken the performance.
Thus, a new variant of U-SVM is proposed in [1], it embeds the
Universum data into twin SVMs to build the unified U-TSVMmodel,
in which two Hinge Loss functions are utilized to deal with the
Universum data and assist the classification of the model. Further,
in order to improve the generalization performance, Xu et al. [2]
propose a new U-LSTSVM model and minimize the structural risk
by applying a regularization term into the unified model. And
two small sized linear equations are utilized to replace a larger
sized quadratic programming problem to optimize the classification
model.

For the semi-supervised learning, the work in [6] builds a new
Universum-data-based semi-supervised model, and utilizes the
graph-based method to obtain the prior knowledge embedded in
Universum data, in which prior knowledge is related to the clas-
sification problem. Based on the extended U-SVM algorithm, the
authors in [8] propose a new semi-supervised algorithm to han-
dle the classification problem with Universum data. In the paper,
the Universum data without labels are generated from the trained
process, and classification error of samples with labels and contra-
diction of Universum data are adopted to train the classifier. Tian
et al. [7] embed the self-constructed Universum data into SVM to
design a semi-supervised learning model, in which Universum data
constructed by the classifier are utilized to assist the classification
model to distinguish positive and negative class from unlabeled
data.

Existing methods introduce the Universum data into the model
to construct a unified framework by the ϵ-insensitive loss. With
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this strategy, these prior knowledge related to the classification
problem that embedded in Universum data are more flexible for
us to utilize. In our proposed method, the strategy is also adopted
to introduce the Universum data into SVM to design a unified
model. In addition, collected data always have the problems of data
noise, data redundancy and uncertainty. However, the dictionary
method can be utilized to solve these problems. The authors in
[11] propose a projective and discriminative dictionary learning
method for high-dimensional process monitoring. Huang et al. [12]
propose a method based on distributed dictionary learning for high-
dimensional process monitoring. Therefore, it is necessary for us
to study that embedding the dictionary into the unified model.

In this paper, we focus on the problem that dictionary learning
and Universum data are considered to construct a unified model. A
dictionary-based method for classification with Universum data is
proposed, which is termed as U-DL. In the proposed U-DL method,
we first introduce the Universum data into the SVM model by the
ϵ-insensitive loss function, which can provide the prior knowledge
related to the classification problem to improve the performance.
We then embed the dictionary into the model to construct a unified
framework, in which the dictionary can solve the problem of the
data noise. In all, the main contributions of our model can be listed
as follows:

• Wepropose a dictionary-basedmethod for classificationwith
Universum data, in which we first introduce Universum data
into the model by ϵ-insensitive loss, which can improve the
performance. We then embed the dictionary into the U-SVM
model to design a unified framework.

• For the optimization, considering the difficulty of optimizing
dictionary, the gradient-based optimization and SVD algo-
rithm are adopted to alternately optimize and update the
dictionary. Besides, the Lagrangian function is utilized to
alternately optimize the model to obtain the classifier.

• Extensive experiments are conducted to on the benchmark
datasets, and the results have shown that the proposed U-DL
method obtains better performance than baselines.

The rest of the paper is organized as follows. The related work of
dictionary learning is presented in Section 2, the objective function
of the proposed U-DL method is given in Section 3, and we conduct
the experiments in Section 4. Finally, we present the conclusion in
Section 5.

2 RELATIVE WORK
Dictionary learning (DL), it is a representation method, in which
the given sample X is utilized the sparse matrix learned by the
dictionary to approximate represent. To date, DL method has been
widely studied by considerable researchers, and has made great
success in person re-identification [13], face recognition [14] and
image classification [15]. For example, Hu et al. [15] incorporate the
DL and nonlinear structure of samples to build a nonlinear learning
model for image classification, and utilize the labels of training
samples to learn a class-specific dictionary to extend as supervised
NDL method.

Recently, extensive researches have been done on dictionary
learning and has made great success in many fields. The existing
DL methods are grouped into two categories from the study on the

dictionary learning: unsupervised dictionary learning [16, 17] and
discriminant dictionary learning [18–20].

For the unsupervised dictionary learning method [16, 17], it
cannot utilize the prior knowledge of the given data, i.e. the la-
bel information of the training samples. In unsupervised learning
method, it obtains an approximate dictionary by minimizing the
residual error of the original data. For example, Mai et al. [16] embed
the reconstructive and discriminative capabilities into the learned
dictionary to build an unsupervised dictionary learning model,
which can improve the discriminative abilities, and the different
sub-dictionaries are learned by the training patches. Yang et al.
[17] incorporate the analysis dictionary and synthesis dictionary to
construct a novel unsupervised dictionary learning model, in which
the discrimination representation of universality and particularity
are represented by the learned dictionaries. Besides, representation
of universality is the label preserving term.

For the discriminant dictionary learning method [18–20], it is
referred as the supervised method because it can utilize the prior
information embedded in the training samples to assist the classifi-
cation problem. The work in [18] introduces the classification error
and label consistency constraint to construct a discriminant dictio-
nary model, and the class labels corresponding to the dictionary are
utilized to obtain a learned discriminative dictionary. This method
just constructs a small size dictionary which cannot ensure the
discriminative capability and lead to computationally expensive. In
order to improve the discriminative ability of the dictionary, the dis-
criminative terms are introduced to the dictionary learning model.
Guo et al. [19] embed a regularization term into the analysis dic-
tionary learning model, in which it is utilized to ensure consistent
between the code and dictionary. And a triplet-constraint-based
local topology is adopted to embed the discriminative information
into the training samples, which can improve the discriminative
ability of the learned dictionary. Further, in order to improve the
performance, an incoherence promoting term is introduced into the
discriminative dictionary learning model, in which it can ensure
that the learned class-specific dictionaries are independent. Based
on the existing dictionary methods, Gu et al. [20] utilize a pair of
synthesis and analysis dictionaries to design a discriminative DL
framework, in which the l0 or l1 -norm sparsity constraint is utilized
to ensure the sparse ability of training samples and discriminative
ability. To date, discriminative dictionary learning methods have
been proposed to promote the discriminative power of the learned
dictionary.

3 THE OBJECTIVE FUNCTION
Suppose we have a set of data setD =

{(x1,y1), (x2,y2), . . . , (xn ,yn )} ∪ {x∗n+1,x
∗
n+2, . . . ,x

∗
m }, in

which us = (x∗n+1,x
∗
n+2, . . . ,x

∗
m ) is the Universum data, where

xu ∈ RN, u = n + 1,n + 2, . . . ,m. yi is utilized to represent as the
label of samples, where yi ∈ {1,−1}. If xi belongs to plus class,
then yi equals to 1; otherwise yi equals to -1. Given arbitrary i-th
sample, and we use the dictionary to make the feature learning of
the given samples. ϕ(xi ) = Si = [s1, s2, . . . , sm ] ∈ Rn denotes the
operation of mapping. For example, ϕ : x → S . During the process
of test or verification, we have the optimal sparse code Si of the
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given sample xi , which is expressed as follows:

Si = arд min
Si

X − DSi
2
F + τSi 2,1 s .t . di

2
2 ≤ 1 (1)

Suppose we have arbitrary i-th sample xi and its sparse code
representationSi , we then construct a SVM-based binary classi-
fier, and the formulation expresses as follows:

yi = sдn (д (Si )) = ωSi + b (2)

We present the detail formulation of the proposed U-DL method
in this section. Firstly, the Universum data is introduced into the
learning model by ε-insensitive loss to improve the performance.
Second, we embed the dictionary to construct a unified framework
to reduce the effect of the noise and enhance the sparsity of the
samples. The unified learning model is proposed as follows:

min
ω,D,S,b,ξ

1
2
ω2 +C1

∑
i
ξi +C2

m∑
n+1

(
φm + φ

∗
m
)
+
θ

2
X −DS2

F + τS2,1

s .t .di
2
2 ≤ 1,yi

(
ωT Si + b

)
≥ 1 − ξi , ξi ≥ 0,∀i,

− ϵ − φ∗m ≤ ωT Sm + b_m ≤ ϵ + φm , u = n + 1, ·s,m. (3)
C1 andC2 are the penalty parameters. τ is a scalar constant and θ is
the control parameter. The first constraint is the basic constraints
for the stand SVM model. And the second constraint denotes ε-
insensitive loss for Universum data, which is used to maximize
the margin between the separating hyperplanes, and make Univer-
sum data distribute near the hyperplane. Next, we have a detail
optimization of the objective function.

4 OPTIMIZATION ALGORITHM
1). Fixed D and S , optimize ω , b and ξ

Through the operation, the optimization formulation can be
expressed as follows:

min
ω,D,S,b,ξ

1
2
ω2 +C1

∑
i
ξi +C2

m∑
n+1

(
φm + φ

∗
m
)

s .t . yi
(
ωT Si + b

)
≥ 1 − ξi , ξi ≥ 0,∀i,

− ε − φ∗m ≤ ωT Sm + bm ≤ ε + φm ,u = n + 1, ·s,m. (4)
The Lagrangian multipliers are introduced into Eq. (5), in which

α , β , and λ are the Lagrangian multipliers for the optimization
formulation. We obtain the Lagrangian function as follows:

L =
1
2
ω2 +C1

∑
i
ξi +C2

m∑
n+1

(
φm + φ

∗
m
)

+
∑
i
αT 1 − ξi − yi

(
ωT Si + b

)
−
∑
u

βT
{
ωT Sm + bm + ε + φ

∗
m

}
+
∑
u

λT {ωT Sm + bm − ε − φm }

+ γT ξi + µ
Tφm + ρ

Tφ∗m (5)
Then considering the Karush-Kuhn-Tucker (K.K.T) conditions,

we obtain the formulas as follows:
∂L

∂ω
= ω − αyTi S

T
i − βSTm + λS

T
m = 0

∂L

∂b
= αyTi − β + λ = 0

∂L

∂ξi
= C1 − α + γ = 0

∂L

∂φm
= C2 − λ + µ = 0

∂L

∂φ∗m
= C2 − β + ρ = 0 (6)

By introducing the Lagrangian function and taking the Karush-
Kuhn-Tucker (K.K.T) conditions into account, we get the partial
derivative of ω,b, ξi , φm and φ∗m , and set the partial derivatives to
zero. We obtain ω and b as follows:

ω = αyTi S
T
i + βS

T
m − λSTm (7)

b = yi −
(
αyTi S

T
i + βS

T
m − λSTm

)
S (8)

Considering the K.K.T conditions, the dual problem of is written
as Eq. (9):

max
α,β,λ

∑
i

∑
j
αiα jyiyjSiSj −

∑
i

∑
j
(β − λ)i (β − λ)jSiSj

−
∑
i
(β − λ)αiyiSi +

∑
i
αi

s .t .αyTi − β + λ = 0,

α ≥ 0, β ≥ 0, λ ≥ 0. (9)
2). Fixed ω , b and ξ , optimize S
For example, a sample xi ∈ X , we can use the sparse rep-

resentation Si to represent the sample xi . In addition, we set
S2,1 = 2tr (ST ΛS) from the definition of l2,1-norm, where the diag-
onal matrix Λ meets the condition Λii = 1/2Si 2. The optimization
problem of S can be expressed as follows:

min
S

1
2
X − DS2

F + 2τ tr
(
ST ΛS

)
s .t . yi

(
ωT Si + b

)
≥ 1 − ξi , ξi ≥ 0,∀i,

− ε − φ∗m ≤ ωT Sm + bm ≤ ε + φm ,u = n + 1, ·s,m. (10)
Considering the hinge losses, we rewrite the Eq. (10) into the

following formulation:

min
S

1
2
X − DS2

F + 2τ tr
(
ST ΛS

)
+

1
|S |

∑
i
max

(
0, 1 − yi

(
ωT Si + b

)
− ξi

)
1
|S |

∑
u

max
(
0,
���ωT Sm + bm ��� − (ε + φm )

)
(11)

The stochastic gradient descent (SGD) algorithm is utilized to
optimize Si , the gradient of Si in has the expression as follows ∇:

S = DT (X − DS) + 2τΛS −
1
|S |

(Γi + Γu ) (12)

Where we let
Γi = Γ

(
yiω

T Si + b < 1
)
yiω

Γu = Γ
(
yiω

T Sm + b < 1
)
yiω (13)
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Γ is an indication function, which is utilized to represent Γi and Γu .
Let ∇s be 0, S is expressed as follows:

S =
(
DTD + 2τΛS + σ I

)−1
(
DTX −

1
|S |

(Γi + Γu )
)

(14)

where σ is small constants, and σ = 1e−4. In the feature space, the
dimension is larger than the number of samples, in order to avoid
the problem of inverse singular, we add σ I to avoid this singularity
issue.

3). Fixed , b and ξ , optimize D
Notable, θ is the trade-off parameters which are used to denote

the weights of reconstruction loss, and we set θ = 1. For the
optimization problem of dictionary, we adopt the singular value
decomposition (SVD) method to optimize the dictionary D. Next,
the optimization of the dictionary D can be expressed as follows:

min
D

1
2
X − DS2

F s .t . s .t . di
2
2 ≤ 1, ∀i . (15)

Next, we use the SVD with S = UVWT where U ∈ RK1×K1 is
an orthogonal matrix andW ∈ RK1×K2 is a thin (since K1 ≫ K2)
orthonormal matrix. Let UTU = UUT = I andWTW = I derive
the following updated dictionary.

Using SVD method, a new error cost function can be expressed
as follows:

X − DUVW 2
F = XW − DUV 2

F (16)
LetXnew = XW andB = DU and then obtain the optimization

formula which is equivalent to Eq. (16) as Eq. (17).

min
B

Xnew − BV 2
F (17)

where we can know that xnewi is the ith column of Xnew , and bi is
the i-th column of B.

According to the SVD, V is a diagonal matrix. For each bi , we
have the expression as follows:

min
bi

xnewi − bivi
2
F (18)

where vi is the i-th diagonal element in V . A unique solution is
considered to solve this minimization problem, which shows as
bi = xnewi /vi . From bi = xnewi /vi , we can obtain the estimation B
and the i-th column in bi . Thus, the estimation of D is obtained by

D = BUT (19)

Once ω is obtained from Eq. (7), we can obtain the separating
hyperplane as follows:

ωS + b = 0 (20)
Therefore, we can classify the new data. A new data sample is

assigned to class “+” or “-”, depending on the Eq. (21).

ωS + b = arд min
i=1,2

|ωSi + b | (21)

The proposed algorithm is summarized in Algorithm 1.

5 EXPERIMENTAL RESULTS
Since the proposed U-DL method is a kind of dictionary-based with
Universum data learning model, in order to verify the effective-
ness of the proposed method, we have conducted the experiments
on the real-world datasets to compare the performance of the pro-
posed method with other baselines (i.e. U-SVM [21], U-AdaBoost[4],
RUTSVM-CIL[9], SDTSL[10]).

Algorithm 1 Optimization of the proposed method
Input: Training dataset, parameters α , β , λ , γ , ρ, µ and τ .
Output: D, S , ω , b
1: Initialize D, S , ω and b, and initialize parameters α , β , λ , γ ,
ρ , µ and τ .
2:While not converge do
3: Update ω and b by Eq. (9).
4: Update S by Eq. (14).
5: Update D by Eq. (19).
6: End while
7: Given a new test data x .
8: If Eq. (21) ≥0,
9: Assign the new sample as positive class.
10: Else
11: Assign it as negative class.
12: End If
13: End

1) U-SVM [21]: It utilizes a framework which embedded the
Universum data into the SVM classification.

2) U-AdaBoost [4]: An Universum data method based on Ad-
aBoost which assigns different weight to the samples, in
which the Universum data is utilized to improve the perfor-
mance.

3) RUTSVM-CIL [9]: It is an Universum data method based on
twin SVM, and use a small sized rectangular kernel matrix
to reduce the computation time.

4) SDTSL [10]: It is a dictionary learning method, in which the
samples are represented by a shared dictionary matrix in
dimensional subspace.

Datasets.We select four datasets (i.e. 20 Newsgroup1, Reuters-
215782, MNIST3 and USPS4) to conduct the experiments. 20 News-
group dataset is widely used for text classification, text mining and
information retrieval research. According to different topics, this
dataset can be grouped into seven categories, which include more
than 20,000 documents; Reuters-21578 dataset has 135 large cate-
gories according to their respective themes or contents, which has
a total of 21,578 documents; MNIST dataset has more than 60,000
examples and over 10,000 examples in training set and test set,
respectively; USPS dataset has more than 7200 images and about
2000 images in training set and test set, respectively. MNIST dataset
and USPS dataset have ten classes’ digits from “0” to “9”. We use
the four datasets to construct 10 groups of datasets and implement
the experiments, and the basic information of datasets is listed as
Table 1.

EvaluationMetrics.We select two widely used evaluation met-
rics (i.e. classification accuracy (AC) and F1-measure ( F1)) to eval-
uate the classification performance of the proposed method and
baselines. For all evaluation metrics, the larger value means the
better performance.

1http://qwone.com/~jason/20Newsgroups/
2http://www.kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
3http://yann.lecun.com/exdb/mnist/
4http://www.kaggle.com/bistaumanga/usps-dataset

http://qwone.com/~jason/20Newsgroups/
http://www.kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
http://yann.lecun.com/exdb/mnist/
http://www.kaggle.com/bistaumanga/usps-dataset
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Table 1: Description of Dataset

Dataset Positive class Negative class Universum data

1 comp sci talk,rec
2 rec comp sci,talk
3 sci talk Rec,comp
4 Orgs People Places
5 Places People Orgs
6 Places Orgs People
7 “2” in MNIST “3” in MNIST “8” in MNIST
8 “5” in MNIST “8” in MNIST “6” in MNIST
9 “2” in USPS “5” in USPS “5” in USPS
10 “3” in USPS “5” in USPS “8” in USPS

Experiment Setup. In order to make a fair comparison of the
proposed method and baselines, we introduce the conFigureura-
tions of the proposed U-DL method and baselines in this part, and
then we conduct five-folder cross validation to obtain the perfor-
mance. The detailed conFigureurations of the proposed method and
baselines as follows.

(1). For U-SVM method, ε-insensitive loss is chosen from the
set {0, 0.1, . . . , 1}, Ct and Cu are the penalty parameters, which
are chosen from the set {10−5,−4, ...,5}. (2). For U-AdaBoost method,
the number of weak classifiers is selected in set {1, 2, . . . , 1000},
while the maximum number of iterations Tmax limited to 1000.
Besides, c is the regularization parameter, which is selected in set
{2−15,−13, ...,−5}. (3). For RUTSVM-CIL method, the penalty parame-
tersC =C1 =C2 =Cu are searched in the set {10−5,−4, ...,5}, and the
value µ is selected in the set {2, . . . , 10}. (4). For SDTSL method, λ
is used to control the sparsity, λ = 10−3. µ is the penalty parameter,
in which µ = 0.1 and µmax = 106. Besides, the error tolerance ε=
10−4, and ρ = 3.6 . In addition, the maximum number of iterations
T = 103. (5). For the proposed U-DL method, C1 and C2 are the
penalty parameters C1 is selected in set {0.1, 0.3, 0.5, 0.7, 0.9},
while and C2 is chosen from the set {10−5,−4, ...,4}. In addition, and
ε-insensitive loss is selected in set {1/10, 1/9, . . . , 1/2, 3/5, 3/4}.
Besides, the scalar constants τ is selected in set
{1 × 10−3, 5 × 10−3, 1 × 10−2, 5 × 10−2, 1 × 10−1, 5 × 10−1, 1, 5}.

Results. We can also obtain the optimal performance (i.e. AC
and F1 measure), and the corresponding results have shown in Ta-
ble 2 and Table 3. For example, for the dataset 2, the performance
of U-SVM, U-Adaboost, RUTSVM-CIL and SDTSL methods is 72.84,
73.41, 68.91 and 62.67, respectively, and the proposed method U-DL
method is 78.21, which is higher than compared methods. This
result occurs because the proposed U-DL method introduces the
Universum data into the classification model by ε-insensitive loss
function, in which the prior knowledge related to the classification
problem are embedded in the Universum data, which can improve
the performance of the proposed U-DL method. Besides, the dictio-
nary is embedded into the learning model to construct a unified
framework to improve the classification performance, in which
dictionary learning can solve the problem of noise in collected
data and enhance the sparse ability of original data. In addition,
we adopt the F1-measure evaluation metric to evaluate the perfor-
mance of the proposed U-DL method and baselines. We present the

Table 2: AC Comparison of Different Methods on Four
Datasets (The Bold Means the Best Results)

Dataset U-
SVM

U
AdaBoost

RUTSVM-
CIL

SDTSL Ours

1 71.77 78.27 73.52 65.35 80.87
2 72.84 73.41 68.91 62.67 78.21
3 70.21 71.92 68.29 55.67 75.26
4 72.57 76.66 73.93 69.91 79.28
5 70.15 73.87 68.87 66.37 78.37
6 71.74 74.25 69.29 65.57 79.63
7 71.11 77.93 75.12 68.83 80.85
8 70.21 78.43 74.59 68.43 80.21
9 64.83 74.28 70.16 62.22 77.58
10 62.57 69.32 65.17 58.79 72.69

Table 3: F1 Comparison of Different Methods on Four
Datasets (The Bold Means the Best Results)

U-
SVM

U-
AdaBoost

RUTSVM-
CIL

SDTSL Ours

K-means 64.89 65.63 63.11 52.89 70.25
EM Clus-
tering

61.20 60.55 60.06 51.63 65.66

DBSCAN 60.45 62.01 58.09 52.26 67.63
GrabCut 59.08 60.50 61.81 55.86 65.27
MILCut 60.78 62.34 59.32 53.21 63.29

results for the algorithms with different feature extraction meth-
ods in Tabel 3. From the Table 3, it is observed that the proposed
U-DL method obtains better performance than baselines. We select
five features extraction methods to conduct the above experiments
on four datasets, which make a performance comparison of the
proposed U-DL method with U-SVM, U-AdaBoost, RUTSVM-CIL
and SDTSL methods. Finally, the results have shown that the pro-
posed U-DL method performs better than baselines. In addition,
the results indicate that the proposed U-DL method has a better
classification performance.

Finally, we calculate the average computational time of the pro-
posed U-DL method and baselines on the ten datasets and present
them on the Figure 1. From the Figure 1, it is observed that the pro-
posed U-DL method spends more time than U-SVM, U-AdaBoost
and RUTSVM-CIL methods, but less than SDTSL method. This oc-
curs because that the proposed U-DL incorporates the dictionary
and Universum data to construct a unified model, in which DL
method can be utilized to enhance the sparsity of original data and
improve the discriminative ability. Therefore, it leads to complex
calculations and computation time cost.

6 CONCLUSION
In this paper, a dictionary-based method for classification with
Universum data is proposed firstly. In the proposed method, we
first introduce the Universum data into the classification model by
the hinge loss function, in which the prior knowledge provided
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Figure 1: Average Computation Time.

by the Universum data can improve the performance. Second, the
dictionary is embedded into the learning model to construct a uni-
fied framework. The dictionary is used to solve the problem of data
noise, data redundancy and uncertainty. For the optimization, the
sparse representations of samples are obtained by the learned dictio-
nary, then are fed into SVM classifier. We introduce the Lagrangian
function to optimize the SVM classifiers iteratively. Besides, the
gradient-based optimization method and SVD algorithm are used to
alternately optimize and update the dictionary. Finally, we conduct
the experiments to evaluate the proposed U-DL method and base-
lines, and the results have shown that the proposed U-DL method
performs better than the baselines.
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